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Abstract

We construct a weak solution to the stochastic functional differential equation X; = xo + fot o(Xs, Ms)dWs,
where M; = supy<,«,; Xs. Using excursion theory, we then solve explicitly the following problem: for a natural
class of joint density functions u(y,b), we specify o(.,.), so that X is a martingale, and the terminal level and
supremum of X, when stopped at an independent exponential time £y, is distributed according to p. We can
view (X¢ne, ) as an alternate solution to the problem of finding a continuous local martingale with a given joint
law for the maximum and the drawdown, which was originally solved by Rogers[Rog93] using excursion theory.
This complements the recent work of Carr[Carr09] and Cox,Hobson&Obléj[CHO09], who consider a standard
one-dimensional diffusion evaluated at an independent exponential time®

1 Introduction

Carr[Carr09] and Cox,Hobson&Obl4j[CHO09] consider the following problem: suppose p is a given probability dis-
tribution on R. Find a time-homogeneous martingale diffusion process (X;), such that X is distributed according
to p, where T is an independent exponential random variable. More specifically, for p sufficiently regular, find a
function o : R — R* such that

T
Xr :xo—i—/ o(X)dWy ~ (1)
0

where (W;) is a Brownian motion. This problem arises naturally in [Carr09], who proposes modelling a stock
price process under a risk-neutral measure as a time-homogeneous martingale diffusion, time-changed by an inde-
pendent gamma subordinator: S; = Xp,. The gamma clock is normalized so that 7" = I';» has an exponential
distribution, where t* is the maturity of options whose prices are given or observed. Carr takes the Laplace trans-
form of the Dupire forward PDE for call options at a fixed time, and solves for the volatility in terms of the call
prices at the exponential time. [Carr09] solves for o explicitly, but does not discuss existence and uniqueness.
Cox,Hobson& Obt6j[CHO09] added some rigour to the work of Carr, solving this problem in a more general setting
when the target distribution may not have a density, using a generalized diffusion process.

If X is a general uniformly integrable martingale and M is its running supremum process, the martingale
property of X imposes certain constraints on the law of (X, M), see e.g. [BD63], [DubGil78], [Rog93], [AY79].
If @i denotes the law of X, then [BD63] show that

p<PMge.) <p"

where < denotes the usual stochastic ordering of probabilities, and * denotes the Hardy transform of . When
£ has no atoms, o* is the law of b;(Z), where Z has the law f and by is the barycentre function of fi. [Rog93]
characterizes the possible joint laws of the variables X, M. For a continuous local martingale X starting at
zero, [Rog93] shows that

P(MOO > b)db > E((b — Xoo)lMooEdb) . (2)

If X is also uniformly integrable, the inequality (2) becomes an equality, and we use this equality in subsection
4.4. Moreover, for a given joint law v for the maximum and the drawdown: (Meo, Me — Xoo), (2) is also a
sufficient condition for the existence of a continuous local martingale with the prescribed joint law v. To establish
existence, [Rog93] provides a delicate construction which involves generating an independent random variable for
each downward excursion of standard Brownian motion from a new maximum, and then stopping the Brownian
motion when the size of the excursion (i.e. the drawdown) exceeds the independent random variable.
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Brunick&Shreve[BS10] consider a multi-dimensional It6 process, and then construct a weak solution to a so-
called diffusion-type equation (a one-dimensional SDE with path-dependent coefficients, using the terminology on
page 225 in Lipster&Shiryaev[LS01]) that mimicks the marginals of the It process at each fixed time. They also
show how to match the joint distribution at each fixed time of various statistics of the Ito process, including the
running maximum and running average of one component of the Itd process. This extends the earlier work of
Gyongy[Gy686]. Remarkably, [BS10] also prove a similar result on path space: for any Itd process with integrable
drift and covariance, its law on path space can be mimicked by a weak solution to an SDE with path-dependent
coefficients, i.e. a diffusion-type process which depends just on its own history; the diffusion coefficient at a given
time for the mimicking process is the just the expectation of the diffusion coeflicient of the original Ito6 process at
the same time, conditioned on the entire path up to that time.

In this article, we first review the solution in [Carr09], and we discuss qualitative features of the associated
Local Variance Gamma model. We then construct a weak solution X to the one-dimensional stochastic functional
differential equation X; = zg + fot o(Xs, Mg)dWs, where Mg = mq A supg<,<; Xs, Mo > @o. (X¢) is constructed as
a time-changed Brownian motion X, = By,, and X is a diffusion-type process. In addition, we show that (X;ae,)
is a uniformly integrable martingale, where £, is an independent exponential random variable. We then show how
to approximate this process with arbitrary accuracy with a process whose diffusion coefficient is piecewise constant
as a function of the maximum. Using excursion theory for regular diffusions, we then compute an expression for
the joint density of the terminal level and the supremum at an independent exponential time, and we show that the
joint density satisfies a forward Kolmogorov equation. Integrating twice, we obtain a forward PDE for up-and-out
put options, and we then use this to back out a volatility function so that X has a given joint density for the
terminal level and the supremum at &.

Technical conditions aside, the diffusion-type process in this article and the continuous martingale M in section
3 in [Rog93] can both match the same pre-specified joint density for the maximum and the terminal level; the
difference is that the process in [Rog93] stops when the size of an excursion from the running maximum exceeds
a certain random length, but our X process stops when the duration of an excursion from the maximum exceeds
an independent exponential random time i.e. the excursion is “marked” (this follows from the lack of memory
property of exponential random variables). The advantage of the approach taken here versus that in [BS10] is that
we do not need a Ito process to begin with whose joint law(s) then have to mimicked; rather we just specify a
single joint law for the terminal level and supremum, and then provide sufficient conditions to be able match that
law. In principle, this means we have a time-changed diffusion model, whose volatility can be chosen so as to be
perfectly consistent with the observed prices of all up-and-out put options at all strikes and barrier levels at a single
maturity (which includes all European put options as a special case when the barrier is at infinity).

In section 6, we solve the related problem of constructing a diffusion process with a given law for the maximum
at a fixed or an exponential time, using a nice result in Carraro,ElKaroui&Obl6j{CEIO09].

2 Review of standard identities for a one-dimensional diffusion

Let X be a regular? diffusion process on R with infinitesimal generator

1 5 07
=—o(x) ==
g 2 () Ox?
and assume that o(x) is continuous and strictly positive and that +oo are natural boundaries for X. We can
construct a regular one-dimensional diffusion process from a Brownian motion (B;) via a stochastic time-change 3.
Let P, denote the probability measure associated with Xy = = and p(t, z,y) be the transition density with respect
to the speed measure density m(z) = ﬁ given by

P.(X; € dy) = p(t,z,y)m(y)dy . (3)

The transition density p(t,z,y) is symmetric, that is p(¢,z,y) = p(t,y, z), and the Green’s function (or resolvent
kernel) of X is given by

Ra(z,y) = /O e Mp(tsx,y)dt = w (e V y) daa A y), (4)

%i.e. Py(Hy < 00) > 0 for all z,y € R where Hy = inf{t: X¢ = y}.
3see the result by Engelbert&Schmidt in Theorem 5.5.4 in Karatzas&Shreve[KS91], and Cox,Hobson&Obiéj[CHO09].



for A > 0, where ¢(x) and ¢,(z) are the unique (up to a multiplicative constant) increasing and decreasing
non-negative solutions of the ordinary differential equation®

gf=Af (x>0 (5)
and wy = 3[4 (¥)or(y) — ¥a(y)Ph(y)] is the Wronskian, which depends only on A. From (5) we see that
199y
SO0~ i ©
From page 18 in Borodin&Salminen[BorSal02], we have the following left tail behaviour for 1 (.)
. B .0y
Lm (@) =0, lim 5= =0. (7)

2.1 First hitting times

Let H, = inf{t : X; = y} be the first passage time to y 5. The distribution of H, has a P,-density:
P.(Hy € dt) = foy(t)dt.

Let M; = supy<s<; Xs and £, be an independent exponential random variable. Recall the following formula for
the Laplace transform of H,

i Ry _ [ [ @) @<y,
() = Ba(er > 1) = 700 [T { PO O

(see [BorSal02]). Conditioning on {H} < £} and using the strong Markov property, it can be shown that

Ya(@)a(y)
¥a(b)?
(see section I1.19 in [BorSal02], and Cséki,Foldes&Salminen[CFM87| for the proof). Both endpoints are natural

boundaries, so the P,-density of X, integrates to 1, and the conditional density P, (X¢, € dy| M, = b) is given
by

P, (Xe, € dy, M, € db) 2 m/(y)dydb (y <b)

Ya(z)Pa(y) 2 m (y) 2\
2 (0)? Pa(y) m(y
90> () ) A

Thus we see that

/b 2Xx (y) m(y)

ERTYC B A 10)

3 A weak solution to the SFDE

Let (B, P,,) be a standard Brownian motion defined on some (2, F, (%;)) with By = 9 € R, B; = supg<,<; Bs,
and assume that JF; satisfies the usual conditions®. We let E,, = EF+0 and we assume J is rich enough to support
random variables independent of B. Let o(.,.) be continuous with 0 < o(x,m) < omax < 00, and consider the a.s.
strictly increasing process

t t
T :/0 st:/o m(Bs, Bs V mg)ds,
for mg > xg, where
- 1
m(x,m) = 70(%7”)2
and 0 < Mpin = 1/02, < m(z,m). Now let A; =inf{s > 0: Ty >t} be the “inverse” of T} for t > 0, and set
X, =By, (11)

From here on, we let P, ,,, denote P, when xy = x and mg = m.

We now recall the fundamental existence result for driftless one-dimensional SDEs in Engelbert&Schmidt[ES84],
whose proof is also given in Theorem 5.5.4 in [KS91] and also discussed in [ES85]:

4This is the absolutely continuous case discussed on page 18 in [BorSal02], see also Davydov&Linestky[DavLin01]
5By convention, if X never reaches y, Hy = oco.
6F; is right continuous and Fp contains all F sets of measure zero.



Theorem 3.1 There exists a non-trivial weak solution to the one-dimensional stochastic differential equation
t
X, = 20 + / o (X)dW,
0

if and only if the function m(x) = o(x)~2 is locally integrable.

The following proposition is a variant of this theorem for a simple one-dimensional stochastic functional differ-
ential equation (SFDE):

Proposition 3.2 The process (X;) in (11) is a non-exploding weak solution to the one-dimensional SFDE

t
X =z +/ o(Xs, Ms)dW (12)
0

for some Brownian motion W, where My = mg V sUPg< 4<t Xs-

Proof. See Appendix A. m

Remark 3.1 Given the bound on o, it should also be possible to establish uniqueness in law for X as well.
However, this will not be needed in this article, so we defer the details for future work.

We refer the reader to Mao[Mao97] and Mohammed[Moh84] for existence and uniqueness results for general
SEFDEs.

3.1 The martingale property and uniform integrability

Proposition 3.3 (X,) is a square integrable F 4, -martingale, and (Xia¢, ) is a uniformly integrable F 4, -martingale.
Proof. First, note that
t
BX?) = b+ [ o(X. M.Pds < ol (13)
0
so X; is a square integrable. From the independence of £, we have

2

Umax

E(X/hey) < 76+ omaxE(t A ) < 2+ =X

max

for all t > 0, so the family (X¢ae,) is U.L (see e.g. Lemma 13.3 in [?]). The martingale properties follow easily. m

From here on, we make the following additional assumption on o:
Assumption 3.4 o(xz,m) is Lipschitz in m:
lo(x,m1) —o(z,m)| < K|m; —m (14)
for some K > 0.
From Assumption 3.4, we see that for —R <z < m < R, we have

. ) = 1 3 1 _ (o(z,m) — o(xz,m1))(c(xz,m)+ o(x,m1))
e mn) =l = | = ) <

o2z, ma)o? (, m) |
< K\(R)|mi—m| (15)

for some K (R); thus m(xz, m) is Lipschitz in m for —R <2z < m < R.



3.2 Almost sure convergence for an approximating sequence of diffusion processes

Proposition 3.5 Let m,(z,m) = mm(z, L[mn]) for n > 1, so that m,(z,m) is piecewise constant in m, and let

X7 = Bay (16)

where A} is the strictly increasing continuous inverse of

T AT t
Tt”:/ " (B, mo)ds +/ Tt (Bs, By)ds (17)
0 Tm

o Nt

fort >0, where 1, = inf{s : Bs = b}. Let &\ denote an Fy-measurable exponential random variable with parameter

A, independent of X. Then (X[*, M{*) — (X¢, My) a.s., and (X, M) — (Xe,, M,) a.s.

Proof. We first assume that my = z¢ for simplicity. By definition of the inverse process we have
A7 ~ A, -
t = / My (Bs, Bs)ds :/ m(Bs, Bs)ds > ApMumin - (18)
0 0

We first assume that 4; < A}. A; < oo a.s., hence supg<,< 4, |Bs| < oo a.s. Then, using the local Lipschitz
property of m in (15), and (18), we see that

Ay B A} B
0 = / m(BS,BS)ds—/ fitn (Bs, By)ds
0 0

Ay A} N
= / [m(Bs, Bs) —fnn(BS,BS)]ds—/ My (Bs, Bs)ds
0 Ay

K A

S & - mmin(A? - At)
n

Kl(w)t ~
< /= min A — A 1
B mminn " ( K t) ( 9)

for some Ki(w), i.e. depending on the sample path. Rearranging, we find that

Kl (W)t
7 12ninn ,

|A} — 4] <
By a similar argument, we obtain the same inequality for the case A} < A;.

Finally, we recall that X; = Ba, and B is continuous a.s, thus X; — X{* = B4, — Bar — 0 s0 X¢, — Xg =
BA{A —BA?A — 0 a.s., because ) is also finite a.s. By the continuity of B, we also have M — M,, and Mg — Mg, .
For mg > zo, Xy = X7 for 0 <t < Hy,,, and for t > H,,, we just apply a similar argument. m

4 Excursions from the maximum

Recall the regular one-dimensional diffusion process X on R introduced in section 2. We know that 0 < m(z) <
oo for all z € R so X is recurrent, that is P, (L% = oo) for all a € R, where L¢ is the local time at a, defined by

a __ ja
Lt_At

where [{ is the local time at a for the Brownian motion B used for the time-change X; = B4,. X also satisfies the
occupation time formula fg f(Xs)ds = [ f(x)L§ m(dz) (see Theorem 49.1 in [RW87] and [PY03]).

We can consider the excursions of X below its past maximum. These excursions, when indexed by the level at
which they begin, can be regarded as a Poisson point process = = {E; : s > 0} in Ry xU, where U = {continuous f :
Ry + R, } such that for some ¢ > 0, f~1(0,00) = (0,¢). The independent increments property of the first passage
process (Hp)p>q, implies that (Z5) is Poissonian in nature, with non-homogeneous intensity. We might expect that
the excursion measure for excursions below the maximum when the maximum is at level b be governed by twice
the 1to excursion law corresponding to excursions below the fized level b (when indexing by local time not the
maximum), and this is proved in [Fitz85] (see also section 2.5 in [PY03]) 7.

"Note that X is recurrent so X cannot have a terminal excursion of infinite lifetime below a terminal maximum as for the transient
case e.g. driftless Geometric Brownian motion (see [PY03] for more on this case)



The excursion measure n(b,.) at the level b can be described in various ways, in particular the It6-McKean and
the Williams characterizations (see [SVY07] for details). If A is a Borel subset of U, then the number of points of
(Es)s>z, In [z0,b] X A is a Poisson variable with mean

b
/ n(s, A)ds.

In particular, the excursion entrance law (i.e. the rate of excursions with lifetime longer than ¢ which fall in dy
at time ¢ when the current maximum is ) is given by

n(e € dy) = 2m(dy) fyz(t) .

If we now consider an independent Poisson marking process on X with rate A on the calendar time-scale (see
[Rog89] and section VI.49 in [RW87] for details), then the process of A-marked excursions for (Hp)p>q, is also an
inhomogeneous Poisson process, and the excursion measure of marked excursions falling in dy at the first mark is
given by the Laplace transform of the entrance law:

Any(dy) =2 /OOO )\e*)‘tfyb(t)m(dy)dt = Wm(dy) , (20)

where we have used (8) to obtain the last equality (see Proposition 4 in [PY03], Theorem 1 in [SVYO07] and [Fitz85]).
The rate of all marked excursions Any(1) is then obtained by integrating over y and using the identity in (10):

b !
)= [ e = Sy 2

4.1 A family of Sturm-Liouville equations

Definition 4.1 Let wg\m) (z) denote the family of unique positive increasing solutions to the Sturm-Liouville equa-
tion

2,/,(m)
9 a??z = 2wz, m)y(™ (A>0,m>z), (22)

subject to wg\m) (0) =1.

Remark 4.1 wg\m)(x) is just the same ) (z) that appears in section 2 for a regular diffusion dX; = o(X¢, m)dWy,
with diffusion coefficient equal to o(.,m) for m fized, and the multiplicative constant chosen so that ¥, (0) = 1. In
probabilistic terms, 1 (z) is given as follows:

m - E, (e~ o) (x <0),
g\ )(-”E) = { 1/E0(€_/\Hm) (.%' >

(see section V.50 in [RW87] for details). Appendix 8 in [RY99] gives an explicit construction of 1, (x) by trans-
forming to a Riccati equation.

Proposition 4.1 wg\m) (x) is continuous in m.

Proof. See Appendix B. m

4.2 The joint density of (X, , M;,)

We now return to the X process in (11), and recall that H, = inf{t : X; = b} denotes the first hitting time of X
to b > xg.

Definition 4.2 Let
U™ (2,0) = By (e M)

denote the Laplace transform of the first hitting time to b from below.



Proposition 4.2 We have the following expression for the joint density of (Xe,, Me,)

(b)
2200, (y) - y, b)dydb (b>m). (23)

Pom(Xey € dy, M, € db) = ply, b)dydb = 9" (x,) O "
A

Proof. We again recall the approximating process (X}*) in (16) and set zg = z, mg = m as before. We know that
(Xg\,Mg;) — (X§A7M§A) a.s.,

Eam (L, efo.bol Xe, ely+e]) = N0 Eam(Larp eppbro)xp ely—s.u+9) (24)

for § > 0. As before, (X]*) is just a standard one-dimensional diffusion process for ¢ € [Hk Hk+1] for some

Brownian motion W” for all k& € N. Hence, using the excursion theory description and the 1dent1ty (20) for the
rate of marked excursions falling in dy at the mark, we have

Eom(Lae, el bra) xe, ewute) = W Eom(lay cpbro) xz ea+o)

b+ py+o o [nu])
= lim Py, (Mg >b)[1 —exp(— / / uﬁzn(y,u)dydu)]
b y

n—0o0 ,(/})\n [”"])(U)
b+8 pytd 9y, (W)
= Pon(Mg, z 0l -en(- [ ‘f’)(g) iy, u)dydu)
b+5  py+s @)y
- \If(m)(gc b) [1 — exp(— / /y 2/\1(/2) m(y, u)dydu)] (25)

for 0 sufficiently small, where we have used the continuity of wg\m) (z) in m. Letting ¢ tend to zero, we see that

) 1 w2200 (y)
Py, b) = ;l_% (S*Q]Em,m(lMgx elbb+6], Xe, Elyy+o]) = ™ (2, b) Wm(% b).
A

From here on we set xg = mg so M; = supg<,<; Xs, i.e. there is no previous historical maximum at
t=0.

Corollary 4.3 p(y,b) satisfies the forward Kolmogorov equation
0% 1 R R
2 a7 0B = A (y <b). (26)

Proof. As a function of y, p(y,b) is just a multiple of wg\b)(y)m(y,b). The result then just follows from the
Sturm-Liouville equation (6). m

Remark 4.2 From (7), we know that lim,, o ¥ (2) = 0 and lim,, 66% = 0. Applying this to (23), we see
that

lim o(y,b)*p(y,b) =0 , lim ﬁ[ (y,0)*p(y,b)] = 0. (27)

y——00 y——o0 Qy

4.3 The forward equation for an up-and-out put option

Proposition 4.4 Let V(K,b) = [~ (K — y)Tp(y,b)dy = FBuyzo(K — Xe, ) 1as, ean). Then V satisfies the
forward equation

5 (K b)? ng = \V (K <b). (28)

Remark 4.3 Note that V = where

P(K> b) = Ewo,wo<(K - Xfx)+1]\45A<b)

is the price of an up-and-out put option on X, . Thus we can obtain the joint density p(y,b) from observed
up-and-out put prices, if P € C%!.

6b’



Proof. Integrating (26) with respect to y, and using (27) we have

K
solzr b Allk = [ ooty (v <)

Integrating again, and using (27) and the Breeden-Litzenberger formula, we obtain

o0

SO =X [ (K =) 0Dy = AVOB) = Ay (K = Xe) L, e (v <b).

Using that p(K,b) = gz—K‘Z, we see that V satisfies the forward equation

;:w (K <b).

4.4 Rogers’ condition

Let v(b,u) denote the joint density of the maximum and the drawdown (Mg, , M, — X¢,) corresponding to p(y, b).
From Proposition 3.3, we know that (X;ae,) is a continuous uniformly integrable F4,-martingale. Thus, from
Theorem 3.1 in Rogers[Rog93], the joint density v must satisfy

/boc /000 v(m,u)dudm = /000 uv (b, u)du, (29)

1
P(Mg, > b) = S E((Me, — X)) 1, eav)

which has the interpretation

= %E((b—X@)lMQedb% (30)

5 Backing out o(z, m) from a given joint density for the maximum and
the terminal level

Assumption 5.1 Let p be a probability measure on R = {(y,b) € R? : y < b, 290 < b < oo}. Assume that p has a
bounded, continuous and strictly positive density u(y,b) on R, with [, (b+|y|)u(y, b)dydb < oo, [nyu(y,b)dydb = xo,
and assume that the v density associated with u satisfies Rogers’ condition in (29).

Proposition 5.2 Let Assumption 5.1 hold, and define

(K, b)
2M [Z (K —y)tu(y, b)dy

(K, b) = (K >b, A >0) (31)

and assume that 0 < o(K,b) = m(K,b)"2 < omax < 00 with o continuous, and assume m satisfies the Lipschitz
condition in Assumption 3.4. Let (X;) denote the process in (11) with m(x,m) given by (31), and & be an
Fo-measurable Py, o, -exponential random variable with rate A, independent of X. Then (X¢,, M, ) ~ p under

]P):Eo,m()'

Proof. The proof just follows from (28). m



5.1 The problem case p(zo,z9) = 0 - infinite volatility at time zero

Letting b \, o, Rogers’ condition in (30) tends to the following

1

1= —ZE((z0 = Xey)1are, eav)lo=ao » %

and note that we have an indicator function on the event {M,, = z¢} i.e. that a new maximum is not attained on
[0,&,]. Combining (32) with (31), we see that

M($O7$0) ,u(l‘o,xo) _ M(mme) ’ (33)

2N [7 (w0 — )t uly, zo)dy 2N [7° (20 — y)ply, zo)dy 2\

so o(xg,xg) = oo if and only if u(zg,z) = 0.

’ﬁl(a)‘(), Jio) =

We wish to preclude the case where o(xg,x9) = co. However, for many processes of interest, e.g. Brownian
motion at a fixed time, Brownian motion at an independent Gamma time (not exponential), a mixture of Brownian
motions at a fixed time (see section 7), the joint density u(y,b) is zero at the starting point (xg,zg), but nowhere
else; hence the calibrated o(zg,zg) = 0o in Proposition 5.2. In this case, we replace u(y,b) by the truncated density
us(y, b), defined as follows

(34)

€ ro—0<y<zp+96, xg<b<uzo+9),
115 (y, b) { (w0 =0 <y < o 0 0+9)

w(y, b) (otherwise)

for § > 0, where € = % ffo f;;75 wu(y, m)dydm is a constant, constructed so as to make us(y, b) integrate to 1 (draw
a picture!). We can then apply Proposition 5.2 to ps(y, b) for 6 arbitrarily small; in this sense we can approximate
the original joint density p to arbitrary precision.

6 The special case dX; = o(M;)dW; - a diffusion process with a given
law for the maximum at a fixed time

This interesting special case is studied in Carraro,ElKaroui&Obl4j[CEIO09]. For any locally bounded positive Borel
function u, associate the primitive function U(z) = xo + [ u(s)ds, and let W; = supy<,<, Ws. The Azéma-Yor
process associated with U is

XtU = U(Wt) — U(Wt)(Wt — Wt) =X + At U(WS) dWS s

because (W, — W;)dW; = 0. Note that X = U(W,), so
dX{ = o(X)aw, (35)

where o = u(U~!). From this, we see that we can choose U (and thus o) so that X has a given law, because we
know the law of W; is just a one-sided Gaussian distribution. This is tantamount to fitting all the single-barrier
no-touch option prices at a single-maturity i.e. options that pay 1as,<p at ¢t for all b > . Alternatively, we can
choose o so that X¢, has a given law, where &, is an Fy-measurable exponential random variable with parameter
A, independent of X

We can also use a regular one-dimensional diffusion dX; = o(X;)dW; to fit the law of M, using the standard
identities from section 2:

Ya(o)
Ya(b)

and then back out o(z) from a pre-specified complementary cumulative distribution function for the maximum

F(b) = %A(?b‘))) for all b > x, using the formula

1
By (67 M1) = Py (Me, > b) = S0 (@)Ul @) = Xy,

o(b)2 — 2)\’(/),\(1))
SN0

(note that we can set 1y (xg) = 1 without loss of generality).



7 Examples

7.1 Fitting to a mixture of Local Variance Gamma model densities
For standard Brownian motion evaluated at an independent exponential time, using the reflection principle we have
Bly,b) = 207V (y <), (36)

We now wish to a find a o(z, m) such that (ngM@) has the following pdf
1
ﬁ(y»b) - 5 [26_\/5(217_:‘/) + 46_2(2b_y)] ’

for A =1 and Xy = 0. This pdf is a mixture density of (36) for A = 1,2. Using Eq (31), we find that

9 ) 1 4+ e~ V2(vV2-1)(2b—K)
Z < = < <b).
3 S oK) = e = (K =P) (87)

The marginal density of X, is symmetric around zero, and we see that o(X;, M;) is a bounded, strictly increasing
function of M; + M; — X; i.e. the reflection of X; around M;.

7.2 Fitting to a symmetric cdf using the reflection principle

Motivated by the reflection principle for Brownian motion, consider calibrating to a joint cdf of the following form
P(M >b,X <y)=F(2b—y) (38)

for y < b, where F' is a complementary c.d.f. with a symmetric density f centred around zero, with f’(z) < 0 for
x>0, f'(x) >0 for x <0, and f not differentiable at x = 0. Then o(K,b) takes the particularly simple form

2F(2b — K) 0. (39)

e T

and we see that o(.,.) depends only on z = 2K — b, so we write o(K,b) = o(z). We also have to preclude the
possibility that o(z) explodes as z — oco. To this end, we also impose that

2F
limsup o(2)? = lim sup — (2) < 00. (40)

z—00 2—00 f/(z)

If we try and fit to the joint density of standard Brownian motion evaluated at fixed time 1

V2 e 3 (20—y)?

Py, b) =2(2b — y)ﬁ (y <), (41)

we are in the problem case p(xo, zo) = 0 discussed in subsection 5.1. If we perform the aforementioned J-truncation
procedure in (34), we find that the calibrated o(z) function tends to

2 20%(2)
o(z)" = zn(2)

(42)

as § — 0, where n(x) = \/%e*ﬁ/z and ®°(z) = [ n(z)dz. Note that o(z) — oo as z — 0 and o(z) — 0 as

z — 00, so we see that condition (40) is satisfied.

7.3 Fitting to a Variance Gamma model-type density

To reproduce a Variance Gamma model type density, we can consider Brownian motion evaluated at the sum of
two independent Exponential rvs i.e. a Gamma random variable. In this case we have

Py, b) = (2b — y)v/2e~ V220w (y <b). (43)

and
V2
20— K’
so ££(0,0) = 0 and ¢(0,0) = oo, so again we have to perform the d-truncation.

o(K,b)* =1+ (44)



8 Conclusion

We have constructed a weak solution to the stochastic functional differential equation X; = xzg + fot o(Xs, M)dW,
via a time-changed Brownian motion. Using excursion theory for excursions away from the maximum for a regular
diffusion process, we we able to specify o(.,.), so that X is a martingale, and the terminal level and supremum of
X, when stopped at an independent exponential time £y, has a pre-specified joint density p. For the problem case
when p(zg,x9) = 0, the initial volatility is infinite, so instead we just fit the joint law to arbitrary accuracy by
truncating the density around (xg, o). Possible future directions for this line of research include: (i) providing a
cleaner solution for the problem case p(xo, o) = 0 which does not involves truncation and instead deals rigorously
with the peculiar issue of infinite initial volatility and (ii) relaxing the conditions on the two-dimensional speed
measure 1, e.g. impose that m is just continuous instead of Lipschitz continuous, and removing the upper bound
on g.
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A Proof of Proposition 3.2

We first establish that X is non-exploding. o(z,m) > 0, so m(z,m) < oo, and (B;) is continuous a.s., hence T; < oo
a.s. for 0 < t < oo. Also, from the lower bound on m, we see that T, = limg oo Ts = 00 a.s. Consequently,
A; is strictly increasing and continuous a.s., with A; < oo for 0 < ¢t < oo and Ay = limg_ o0 At = 00 a.s.. Thus
| X¢| = |Ba,| < oo a.s., so X is non-exploding.

From here on, we proceed as in the proof of Theorem 5.5.4 in [KS91]. From Problem 3.4.5(v) in [KS91], we can
verify that each A; is a stopping time for {Fs}. Set G, = F4,. A is continuous, so {G} inherits the usual conditions
from {Fs} (see Problem 1.2.23 in [KS91]). From the optional sampling theorem (Problem 1.3.23 in [KS91]) and
the identity Aiar, = At A s (Problem 3.4.5 (ii),(v) in [KS91]), we have for 0 <¢; <ty < oo and n > 1

E(Xt,04,1G:) = E(BAtQ/\nU:Atl) = BAtl/\n = Xyar,, as.

Since lim,, ,o, T, = oo a.s., we see that X is a continuous local martingale. Furthermore, th/\Tn — Aiar, =
Bit An — (Ag An) is a continuous martingale for each n > 1, so the increasing process associated with X is given by

(X)) = Ay (0<t<o0,as.). (A-1)

We now compute the explicit form of A. The function u — T,(w) for u € R is absolutely continuous, and the
change of variable v = T},(w) is equivalent to A, = u, so we have

A (w) 3 t
Ar(w) = /0 02(Bu(w), Bu(w) V mg)dT, (w) = /0 o?(X,(w), M, (w))dv . (A-2)

(recall that By =z and By = mg V supg<,<; Bs). From (A-1) and (A-2) and the fact that A; < oo, we conclude

that (X) is absolutely continuous. Theorem 3.4.2 in [KS91] asserts the existence of a Brownian motion (W) and
a measurable, adapted process (p;) on a possibly extended probability space {2, F,P} such that

¢ t

Xt:xo+/ PodW,, (X)t:/ pidv; 0<t< oo, Pas.

0 0
In particular P(p? = 02(Xy, M;) for Lebesgue a.e. t > 0) = 1. We can set
t ~
Wi = / Sgn(pv)de§ 0 <1t < oo;
0

and W is itself a Brownian motion (Theorem 3.3.16 in [KS91]). Then

t t
Xy =20+ / podW, = 0 + / o(Xy, My)dW, .
0 0

Thus (X, W) is a (non-trivial) weak solution to (12).



B Proof of Proposition 4.1

Recall the family of Brownian motions (B, P,,) defined at the start of section 3 with By = x¢ under P,,. For
x < 0, by the usual time-change construction and Remark 4.1, we can re-write wg\m) (x) as

f\m)(x) = E,(exp{— )\/ m(Bs, m)ds}).

The continuity of z/;f\m)(:r) in m then follows from the continuity of m(.,.) in m and the bounded convergence
theorem. Similarly for > 0 we have

W (2) = 1/Eo(exp{— /\/ (B, m)ds))

and continuity in m follows for the same reasons.



